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Teledyne CARIS has been actively developing AI-based algorithms for 2 years
We began with classifying noise in 3D point clouds using a Support Vector Machine for both sonar and terrestrial lidar data
The beta release of this algorithm for both sonar and lidar applications was released to a select group of clients in December of 2018
While the results were promising, performance was not ideal and we hit a ceiling with classification accuracy. We switched to Deep Learning in January 2019, leveraging the knowledge (i.e. datasets) gained to that point.
By June 2019 we released a second deep-learning-based classifier for sonar and lidar with an improved classification accuracy and significantly improved performance.
Around this time we began work on bathymetric lidar, specifically to perform land/water classification based on waveform (1D) data.
Into the Fall we began investigating applications for imagery, specifically object detection and classification in side scan images, as well as noise classification for bathymetric lidar.
Finally, in January 2020 we have released our first commercial AI product for Sonar Noise Classification on the new CARIS Mira AI platform
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CARIS Mira AI is a new cloud-based platform for CARIS to bring Artificial Intelligence to a commercial audience. By leveraging the power and scalability of a cloud platform we are able to offer new services to our end users without requiring new and specialized hardware to access this technology. This platform will help bring our users into a new era 
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CZMIL
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The CZMIL Nova is a powerful airborne coastal and marine mapping system that integrates a bathymetric lidar, hyperspectral camera and digital metric camera for superior performance in shallow, turbid water. 



CZMIL – LAND & WATER
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A significant challenge for CZMIL operators is the classification of land vs water data in the incoming data stream, which is essential to apply appropriate corrections to the data for each case. In many coastal environments the delineation between these two is fairly clear and easy to identify, but this task can become quite challenging in wetland environments due to low reflectivity and a dense mix of overland water and vegetation. 
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We split the infrared laser return and feed it into a Long-Short-Term-Memory network, which serves as the primary classification metric. However, in these challenging wetland environments this signal is often lost. For these cases we rely on the green laser returns, which are fed into a Convolutional Neural Network to perform the classification.
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This hybrid classification structure results in a > 95 % accuracy across all tested datasets, and overall averages ~98 % accuracy. In this particular type of survey area we actually exceed the performance of a human operator, as they typically won’t identify every small pond and stream spread across the survey area.
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FEATURE DETECTION
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A long-standing request among our side scan users is the automatic detection and classification of features of interest from side scan data. There has been extensive research on AI for imagery and a significant number of tools are available, which is a big help. However, side scan data can be quite challenging: the imagery can vary quite a bit in quality and content, depending on the quality of the sensor, the age of the sensor, the experience of the operator, and the conditions at the time of survey. This means we need a significant variety of source data to make sure the resulting model is flexible enough for a variety of conditions in any new data.
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For this application we’re leveraging the same architecture we used for 3D point clouds. The first step is some pre-processing work, where we divide the incoming data into small, discrete regions for the classifier. Each region is fed to the neural network, and we receive bounding boxes back showing potential targets. This gets re-assembled in post-processing so we can add these boxes back to the original dataset.



FEATURE DETECTION
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Before/after.
This is a prototype model, so there is still some work to do to clean up the boxes when they overlap. The next exciting step will be to take the identified targets and start labelling them with specific classifications, like a rock or other target type.
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3D POINT CLOUD
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The most significant research area over the last 2 years has involved point clouds, primarily collected using sonar or lidar platforms. This is an exciting but relatively new area for AI, which means CARIS has had to pioneer most of the approach for this application
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Regardless of the application, we’re using a consistent approach in dealing with classification of point cloud data. First, to deal with datasets at scale we perform some pre-processing to break the incoming datasets up into manageable small chunks of data. We’re leveraging our variable resolution technology to do this, which gives us the ability to scale a single trained AI model across any depth, platform or data density. We feed these bite-size pieces into a trained 3D Convolutional Neural Network, and then re-assemble these chunks afterward to apply the classifications to the point cloud.



NOISE REDUCTION - SONAR



NOISE REDUCTION – LIDAR (TERRESTRIAL)
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